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对生产过程中的决策问题的优化分析 

摘 要 

本文针对以企业生产零部件以及成品是否检验展开分析和研究，运用多种参

数假设检验对抽样检测方案进行优化，采取决策树思想，应用蒙特卡洛模拟处理

决策方案，使用并行优化最终给出最小化成本的决策方案。 

针对问题一：为零部件是否接收设计检测次数尽可能少的抽样检测方案。

由于随机抽样方式结果符合二项分布,得出二项分布概率质量函数及累积分布函

数，对二项分布进行假设检验，需找到样本量𝑛及一个临界值𝑘，给出大于𝑘的

概率在置信度之内的𝑛,进行 t 检验，随着样本量增大，统计误差显示对于样本

量足够大时可以认为近似符合正态分布，进行 z 检验得出最佳的样本量𝑛。得到

一个理论上的最小检测次数，再进行优化，这时引入序贯抽样方案。在保证统

计学显著性的前提下，用最少的抽样次数动态来判断零配件的次品率的置信

度，从而降低了企业检验成本，提高了检验效率。 

针对问题二：为企业生产过程的各个阶段做出是否检验的决策，可建立目标

函数，使方案成本最小。对于每一项装备环节，设计决策树遍历所有情况，结合

次品率要求限制和检测预算限制，采用动态规划和蒙特卡洛模拟的方法，模拟不

同决策路径下的总成本，得出最小成本的决策方案。最后分别对题中的六种情形

进行具体比较分析。 

针对问题三：是对问题二的拓展延伸。由于规模更大，决策方式及计算量指

数上升，需对多工序进行合并简化。故可将零配件组装成半成品的过程，视为问

题二的零配件组装成成品的过程，对半成品至成品同理。只需要将问题分为 2 个

步骤，将决策树的规模扩展，并采用并行计算进行优化。在计算拆解成品和半成

品的概率时引入贝叶斯公式，通过蒙特卡洛树搜索，逐步逼近最优策略，减少需

要完整模拟的路径数量。由于数据量庞大，采用树算法短时间无法给出合理决策，

可先解决 2 道工序、8 个零配件的情景，再推广到𝑚道工序、𝑛个零配件，最后得

出最优决策方案。 

针对问题四：本质是对上述所有问题的综合。在实际生活中，由于次品率不

确定性及抽样误差的影响，对于问题二和问题三，不同零部件需要通过问题一中

Z 检验的方式确定次品率置信区间，求出次品率的浮动范围，随后将该浮动范围

置于正态分布中，重新带入问题二和问题三进行求解。最后将求解后的收益与原

收益进行对比分析，并使用最小二乘法得出三维的残差分析图，为企业给出更优

的决策。 

总之，本文提出的决策方式在实际企业生产过程中具有现实意义。 
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一、问题背景 

企业决策是经营管理中的关键环节，正确的决策对企业的生存和发展至关重

要。为了做出合理的决策，企业应遵循以下五个原则：信息准全原则：决策的科

学性依赖于信息的准确性和完整性。这包括收集和分析各类数据，确保数据真实

可靠，不含任何虚假成分。可行性原则：决策的正确性需要通过可行性研究来验

证。只有那些经过充分论证并在实践中得到验证的决策，才能被认为是科学的。

对比选优原则：在做出经营决策时，应提出多种方案，并从中选择最佳方案。这

要求对不同方案进行比较分析，以确定最优解。民主决策原则：决策的民主化是

科学化的重要前提。在市场经济条件下，决策往往涉及多个方面，需要集合团队

成员的智慧和专业部门，尤其是专家的意见，形成一个全面的智囊团。这样可以

从多方面听取意见，避免单一视角的局限。独立自主原则：这一原则与民主决策

相辅相成。在决策过程中，既要充分考虑团队和专家的意见，也要保持独立思考，

确保决策的自主性和创新性[1]。 

这些原则共同构成了企业决策的科学化和民主化基础，有助于企业在复杂多

变的市场环境中做出正确的决策。企业生产一种电子产品，需要采购多种零配件

并装配成成品，半成品。这其中有两个重要因素：采购和装配。对于装配来说次

品率成了关键因素，企业可选择报废不合格成品或拆解以回收零配件。问题要求

设计最少次数的抽样检测方案，以确定是否接收供应商提供的零配件，要求制定

检测和处理决策，分析检测、拆解和市场投放的成本与质量影响。扩展至更复杂

的多工序、多零配件生产过程，要求针对具体流程制定决策方案。最后综合则假

设次品率通过抽样检测获得，重新分析前述决策。因此企业在零配件的各个环节

的产品质量都尤为重视，希望通过科学的数学方法，结合成本、检测费、装配费、

销售额的数学模型，对企业的生产过程进行优化。 

二、问题的分析 

2.1 问题一的分析 

为制定一种高效且结果可信的零部件接收检测方案，在减少检测次数的同时，

确保检测结论的可靠性。利用二项分布模型来分析和设计检测流程，因为检测结

果自然地符合二项分布𝑋 ∼ 𝐵(𝑛, 𝑝)。基于二项分布的概率质量函数和累积分布函

数，能够计算出在给定的检测次数 n下，观察到特定数量合格或不合格零部件的

概率。为设定接收或拒绝零部件的标准。随着检测样本量𝑛的增加，二项分布趋

近于正态分布𝑋 ∼ 𝑁(𝑛𝑝, 𝑛𝑝(1 − 𝑝))。可以更精确地界定拒绝域和接收域，即在何

种情况下应拒绝或接受零部件，从而制定出更加科学合理的抽样检测方案。该检

测方案通过结合二项分布特性和统计检验方法。  

得到一个理论上的最小检测次数，设它为最大值，再进行优化，这时引入

序贯抽样方案：不事先规定总的抽样个数,而是先抽少量样本，根据其结果，再

决定停止抽样或继续抽样、抽多少，这样下去，直至到了上一步理论值停止抽

样为止。 

运用这种二步优化的方法，在保证统计学显著性的前提下，用最少的抽样

次数动态来判断零配件的次品率的置信度，从而降低了企业检验成本，提高了

检验效率。 

https://baike.baidu.com/item/%E6%8A%BD%E6%A0%B7/1163966?fromModule=lemma_inlink
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2.2 问题二的分析 

为平衡成本最小化与企业信用，需为各阶段制定是否进行检测的决策。这一

决策过程综合考虑成本效率与风险评估。若成本不是考量因素，则可以选择全面

检测以确保质量；若不考虑企业信用，理论上可以省略所有检测以降低成本。 

企业需兼顾两者寻找一个最优的折中方案。需建立一个复杂的目标函数，该

函数应涵盖多项成本要素，包括但不限于检测成本、因检测而可能产生的拆解费

用、发现次品后的报废损失、以及因质量问题导致的市场调换损失等。为了科学

合理地制定决策，可以为生产流程中的每个关键环节设计专属的决策树模型。在

构建决策树时，紧密结合各阶段的次品率要求及企业设定的检测预算限制。 

采用动态规划技术来优化决策路径，确保在给定资源下做出最优选择。引入

蒙特卡洛模拟方法，通过大量随机样本的模拟运行，评估不同决策路径下的总成

本，从而更全面地理解不同策略的经济影响。为了验证并优化决策方案，将设置

六种不同的生产或市场环境情形，每种情形均代表不同的成本结构、次品率风险

及市场反应。通过对这些情形的详细比较与分析，可以识别出在多种条件下均能

表现稳健且成本效益最高的决策方案。最终，这将指导企业制定出一套既经济高

效又符合信用标准的检测策略。 

2.3 问题三的分析 

在深入探讨问题三的解决方案时，由于问题规模的显著扩大，直接沿用传统

方法将导致决策难度与计算量呈指数级增长，因此，提出了多工序合并简化的策

略。将零配件组装成半成品的过程视为一个独立的决策单元，类似于问题二中零

配件组装成成品的过程，并进一步将这一逻辑应用于半成品至成品的转换阶段。

通过将复杂的生产流程分解为两个核心步骤，并相应地扩展决策树的规模，构建

了一个更加全面且精细的决策框架。 

引入了并行计算技术，充分利用现代计算资源的并行处理能力，加速决策过

程的执行。在计算拆解成品及半成品的概率时，采用了贝叶斯公式，通过融合先

验信息与样本数据，实现了对概率分布的精确估计，为决策提供了更加可靠的依

据。 

为有效减少计算成本并快速逼近最优决策策略，采用了蒙特卡洛树搜索方法。

该方法通过模拟不同决策路径下的成本与风险。通过减少需要完整模拟的路径数

量，进一步提升了计算效率与决策速度。验证了方法的有效性与可行性。基于成

功经验的总结与提炼，将该方法逐步推广至包含𝑚道工序与𝑛个零配件的完整生

产环境。通过这一循序渐进的过程，最终得出了适用于大规模生产环境的最优决

策方案，为企业的生产决策提供了有力的理论支持与实践指导。 

2.4 问题四的分析 

在企业的生产决策中，由于次品率的不确定性和抽样过程中可能出现的误差，

对于问题二和问题三中提到的不同零部件，需要采用问题一的方法来确定次品率

的置信区间。即将次品率限定在一个特定的范围内，并对成本和收益进行详细分

析，并增强决策的鲁棒性。若尝试列举所有可能的情况，将会面临极高的复杂度。

为了简化这一过程，可以采取将决策步骤聚合的方法，通过合并相似或相关的工

序，从而得出一个更为简洁有效的决策方案。将考虑次品率不确定性后的决策结

果所带来的预期收益。最后与未考虑此因素时的原收益进行对比分析。 

为进一步验证和优化决策，采用最小二乘法构建三维残差分析图。最小二乘
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法可以帮助识别决策变量（如生产成本、销售价格、次品率等）与收益之间的非

线性关系，并通过残差分析图直观展示实际值与预测值之间的差异，从而为企业

提供更为精确和全面的决策支持。 

2.5 基本思维导图 

 

三、基本假设 

一、假设在抽取零配件时，每个零配件成为次品的可能性是相同的。 

二、假设在完好的零配件/半成品组成的成品/半成品拆解时，拆解出的零配件/半

成品仍是完好的。 

三、生产过程中没有外部因素干扰，如设备故障，市场需求波动。所有操作均不

会造成操作效率损失，都能按照规定效率进行。 

四、在整个生产周期内，零配件、成品成本价格均固定，不会受外部因素影响，

成品损失及拆解费用均固定。 

五、假设每次抽样检测的结果都具有代表性。能反应该零配件（样品）的次品率，

抽样检测的次品率与总体次品率相等。 

四、符号说明 

序号 符号 解释 

1 𝑝 次品率 

2 𝑑 二进制决策变量 

3 𝐶 成品价 

4 𝐴 装配价 

5 𝐵 检测费用 

6 𝑆 调换损失费用 

7 𝐿 拆解费用 

8 𝑀 总量 

9 𝑛 样本量 

抽样检测

假设检测

得到次品
率区间

决策各阶
段是否检
测

得出决策
方案
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五、模型的建立与求解 

5.1 问题一：假设检验模型的求解 

5.1.1 模型准备 

针对问题一，设计一种检测方案以确定零部件是否接收，目标是在保证结果

可信度的前提下，减少检测次数。为实现这一目标，采取假设检验的方式。由于

抽取到次品的概率满足二项分布。 

首先零假设（H0）：零配件次品率不超过其标称值𝑝 ≤ 𝑝0；和备择假设

（H1）：零配件的次品率高于其标称值 𝑝 > 𝑝0。根据二项分布概率密度函数的

性质，对抽取到次品的概率进行分析，寻找出观测值比标称值更极端的情形。

使其在统计学具有实际意义。再通过两种假设检验方式确定检测次数。 

得到一个理论上的最小检测次数，设它为最大值，再进行优化，这时引入

序贯抽样方案：不事先规定总的抽样个数,而是先抽少量样本，根据其结果，再

决定停止抽样或继续抽样、抽多少，这样下去，直至到了上一步理论值，停止

抽样。 

运用这种二步优化的方法，在保证统计学显著性的前提下，用最少的抽样

次数动态来判断零配件的次品率的置信度，从而降低了企业检验成本，提高了

检验效率。 

5.1.2 二项分布的假设检验 

假设供应商这批零部件总量为𝑚，，假设抽样次数与检验零部件次数成正比，

则从𝑀中抽出𝑛个零部件为样本。从样本𝑚抽出次品的概率𝑋~𝐵(𝑛, 𝑝). 

二项分布概率质量函数： 

  

累积分布函数： 

  

随着𝑛的增大，𝑋近似服从正态分布 𝑋～𝑁(𝑛𝑝, 𝑛𝑝(1 − 𝑝))，累积分布函数可拟合

为正态分布概率密度曲线： 

  

图 1  n 取 20 二项分布和正态分布概率

密度曲线 

 

图 2  n 取 50 二项分布和正态分布概率

密度曲线 

 

https://baike.baidu.com/item/%E6%8A%BD%E6%A0%B7/1163966?fromModule=lemma_inlink
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5.1.2.1 Z 检验 

对于𝑛较大的情况下，认为 ，简化计算 

  

在 95%的信度下认定零配件次品率超过标称值，则拒收这批零配件。 

图 3 问题一（1）样本量与接受比例关系 

在 90%的信度下认定零配件次品率不超过标称值，则接收这批零配件。 

图 4 问题一（2）样本量与接受比例关系 

5.1.2.2 T 检验 

对于𝑛较小的情况下，由于数量较少，可遍历计算标准差： 

  

对于： 
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由于抽样过程中存在较大偶然性，为减少随机误差的影响，若在样本量较小

的情况下，次品数达到理论值，允许此次实验作废，重新进行实验；若样本在很

大的一定范围内，依然没有抽出次品，继续抽取。 

5.1.3 序贯概率比检验 

序贯概率比检验的优点在于采用两阶段优化策略，在确保统计显著性的同

时，通过最小化抽样次数来动态评估零配件次品率的置信水平，以此降低企业

的检验成本并提升检验效率。具体而言：统计学显著性：确保抽样结果在统计

学上具有显著性，即抽样得到的次品率估计值与真实次品率之间具有高度的一

致性。最小化抽样次数：在满足统计显著性的前提下，通过优化抽样策略，减

少必要的抽样次数，从而降低检验成本。动态评估置信度：通过动态调整抽样

策略，实时评估零配件次品率的置信度，确保检验结果的准确性和可靠性。提

高检验效率：通过上述方法，实现在较低成本下进行高效、准确的检验，从而

提高整体的检验效率。 

设𝑛为抽样次数，𝛼为显著性水平，𝑝为抽样得到的次品率估计值，𝑝̂为真实

次品率。目标是在满足P(|𝑝̂ − 𝑝| > 𝜖) ≤ 𝛼的条件下，最小化 n，其中𝜖为可接受

的误差范围。 

通过动态调整抽样策略，实时更新𝑛和𝑝，以确保在最小化检验成本的同

时，提高检验效率。 

图 5 序贯概率比检验流程 

 

对于零假设（H0）：零配件次品率不超过其标称值𝑝 ≤ 𝑝0： 

   

抽样 

接收 

得出次品率 

开始 

舍弃 

H0 

H1 

否

则 
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对于备择假设（H1）：零配件的次品率高于其标称值 𝑝 > 𝑝0： 

  

若： 

  

则继续抽样。 

这样动态的调整检测次数，可以在不失置信度的前提下，使检测次数更少。 

5.1.4 结果分析 

其中𝑠为样本量个数，这里取 10 个样本量（结果生成代码见附录 3）： 

在 95%的信度下，满足拒收条件的𝑠: 

 

最优样本量的平均值为:𝜇1=28. 

在 90%的信度下，满足接收条件的𝑠: 

 

最优样本量的平均值为: 𝜇2=37.  

由于抽样过程中存在较大的偶然性，在样本量较小的情况下，为了减少随机

误差的影响，允许在原有样本量的基础上再抽取更多样本进行补充抽样检测。 

根据实际生产过程，可采用极差设计检测方案如下表： 

抽取次数范围 95%信度下拒收 90%信度下接受 

 
若抽取至上界前次品达

到理论值，拒收。 

若抽取至上界前次品达

到理论值，作废，重新实

验。 

 

若达到下界次品数达到

理论值的 50%，连续抽取

至上界，直至拒收。 

若达到上界次品数小于

理论值，接受。 

 
若达到上界次品数达到

理论值，拒收。 

若达到下界次品小于理

论值的 50%，连续抽取至

上界，直至接受。 

 

若抽取至下界，次品仍

无次品，作废，重新实

验。 

若抽取至下界，次品未

达到理论值，接受。 

5.2 问题二：基于蒙特卡洛模拟的单目标规划决策方案 

5.2.1 思路的建立 

为在企业生产过程中实现成本最小化，同时兼顾企业信用与风险控制，需

要构建一个综合决策模型。该模型将基于成本效率分析和风险评估，通过设计

针对每个生产环节的决策树，来权衡是否进行检测。成本考虑中，不仅包含直

接的检测费用，还涉及潜在的拆解成本、报废损失及市场调换损失等。在决策
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过程中，将次品率要求和检测预算作为约束条件，运用动态规划技术优化决策

路径，并结合蒙特卡洛模拟方法，模拟不同检测策略下的总成本变动，以期找

到在给定条件下成本最低的检测方案。通过对比分析六种不同情景下的模拟结

果，将能够识别出最为经济且符合企业信用标准的最佳检测策略，根据此思路

作出问题二的流程图。 

为了解决这个优化问题，可以构建一个决策树模型，其中每个节点代表一

个生产环节的检测决策。利用动态规划和蒙特卡洛模拟来评估不同决策路径下

的总成本。动态规划用于在给定的检测预算约束下，递归地计算最小成本路

径。蒙特卡洛模拟用于评估在随机次品率情况下的预期成本。 

图 6 问题二流程图 

 
1、是否零配件检测： 

⚫ 不检测零配件：若零配件次品率较低，则可以选择不进行检测零配件次

品率，但要承担成品次品率上升问题，使后续步骤复杂化。 

⚫ 检测零配件：若零配件次品率较高，则可对这一零配件进行检测，使成

品次品率下降，但要承担零配件检测费用。 

2、是否成品检测： 

⚫ 不检测成品：若零配件质量较好次品率较低且成品次品率较低，则可选

择不检测成品，直接进行销售，以降低成本，但要承担一定的调换风险。 

⚫ 检测成品：若零配件次品率较高或成品次品率较高，则应对成品进行检

测，来规避调换或拆解成本风险。 

3、是否拆解： 

⚫ 不进行拆解：当成品成本或者利润低廉时，则可直接进行舍弃。 

零配件 1 

是否检测 

成品 

零配件 2 

是否检测 

是否拆解 

结束 

是否检测 

销售 

是 

是 是 

是 

否 

否 

退还 
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⚫ 进行拆解：对于成品成本和拆解费用相差悬殊时，可选择进行拆解，这

一步骤循环利用，但是浪费了相应的拆解成本及次品的组装成本。 

5.2.2 目标规划的构建 

𝑑1, 𝑑2：是否对零配件 1 和零配件 2 进行检测，𝑑3：是否对装配成品进行检

测，𝐷𝑟：是否对检测出的不合格成品进行拆解。𝑑1, 𝑑2, 𝑑3, 𝐷𝑟 𝜖 {0,1} 

设𝑝1, 𝑝2, 𝑝3分别为零配件 1、零配件 2、成品的次品率，𝐶为成品单价， 𝐵1 , 

𝐵2, 𝐵3为检测成本，𝐴1, 𝐴2, 𝐴3为零配件 1、零配件 2 成本及成品的装配价，𝑆为

调换损失费用，𝐿为拆解费用。对于采购𝑁件成品。 

零部件费用：零配件采购数量、零配件采购成本、零配件检测费用 

 

    其中𝑁为零配件的采购数量、𝑆𝑖零配件采购成本为上述(𝑖=1, 2)、 𝑆3零配件检

测费用. 

成品装配费用：装配成本、检测成本、调换损失、拆解费用、成品销售额. 

 

其中𝑆4为装配成本、𝑆4 检测成本、𝑆5 调换损失、𝑆6拆解费用、𝑊成品销售额. 

目标函数为抛去零配件成本的其他处理成本： 

 

约束条件： 

 

（这里𝑑𝑖为判断零部件是否检测，𝐷𝑖为判断（半）成品是否检测） 

5.2.3 结果呈现 

情况一最优成本决策树图结果（完整决策树图见附录 2）： 
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图 7 运行情况 1 的决策树工程图 

 

问题二六种情况结果汇总（结果生成代码见附录 3）： 

 情况 1 情况 2 情况 3 情况 4 情况 5 情况 6 

𝑑1 0 0 0 1 0 0 

𝑑2 0 0 0 1 1 0 

𝑑3 0 0 1 1 1 0 

𝐷𝑟 1 1 1 1 1 0 

𝑊 8.82 11.24 10.25 10.44 9.80 8.11 

（𝑊为除去零配件成本的其他处理成本） 

图 8 六种情况的单件成品利润 

 

可见，在成品市场售价基本相近情况下，如若调换损失越大，则越倾向于

对成品检测；若拆解费用相对成本悬殊，则趋向于拆解；至于对零配件是否检

测给出方案，需综合根据零配件及成品次品率来决定。 

5.3 问题三：复杂工序的简化搜索模型 

5.3.1 简化思路 

20

22

24

26

28

30

32

34

情况1 情况2 情况3 情况4 情况5 情况6
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针对问题三，采取了一种分层次分步骤的方法来处理涉及 m 道工序和 n 个

零配件的复杂生产决策问题。通过合并多个工序来简化决策过程，并将其分解为

两个主要步骤：将零配件组装成半成品，进一步组装成成品。为了适应更大规模

的问题，扩展了决策树的规模，并利用并行计算来提高计算效率。在评估拆解成

本和零配件状态概率时，引入了贝叶斯公式来提高准确性。采用蒙特卡洛树搜索

算法来逐步逼近最优策略，减少需要完整模拟的路径数量。由于直接处理大规模

问题可能不现实，先从较小规模的问题开始，逐步推广到更复杂的场景。通过这

些策略，能够有效地处理大规模生产决策问题，并最终得出合理的结论和决策方

案。 

图 9 问题三流程图 

 

5.3.2 数据处理 

在处理问题三时，可将零配件组装成半成品的过程视为问题二的零配件组装

成成品的过程，对于半成品至成品同理。只需要将问题分为 2 个步骤，并将决策

树的规模扩展，在计算拆解成品和半成品时应用全概率贝叶斯公式，由于情况过

于复杂，采用并行计算，先得到 2 个步骤八个零配件的决策方案，随后将问题的

步骤扩展至𝑚道工序、𝑛个零配件。 

𝑚道工序 

蒙特卡洛模拟 

是否对零部件

𝑖处理 

结束 

半成品看

作零部件 
𝑛个零配件 

 

是否对（半）成

品件𝑖处理 

贝叶斯公式 
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半成品的修正后成本： 

 

 

其中𝐺𝑁为半成品的修正后成本。𝑁=1, 2, …, . 

利润： 

 𝑊 =  

在拆解（半）成品时引入贝叶斯公式： 

  

5.3.3 结果分析 

最优决策（结果生成代码见附录 3）: 

 是否检测  是否检测 是否拆解 

零配件 1 0 半成品 1 0 0 

零配件 2 1 半成品 2 0 0 

零配件 3 1 半成品 3 0 0 

零配件 4 0 成品 1 0 

零配件 5 1    

零配件 6 1    

零配件 7 1    

零配件 8 1    

对应的最小总成本: 49.23.  
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图 10 贝叶斯分析图 

 

为解决𝑚道工序、𝑛道零配件的问题，根据问题三所提供的表格，将零配

件、中间成品和成品的次品率等简化为如下表格： 

所有零配件： 

次品率 购买单价 检测成本 

10% 8 1.375 

所有中间成品： 

次品率 装配成本 检测成本 拆解费用 

10% 8 4 6 

成品： 

次品率 装配成本 检测成本 拆解费用 市场售价 调换损失 

10% 8 4 6 25𝑛 5𝑛 

如输入𝑚=3，𝑛=4 时，可以得出最小成本为：56.65 元.（结果生成代码见附

录 3） 

5.4 问题四：不确定性数据的优化模型 

5.4.1 不确定性处理 

生产中，次品率的不确定性及抽样误差的存在对问题二和问题三提出了新的

挑战。这一问题的核心即为数据有了不可靠性，需要企业另外对数据的质量进行

分析，确保数据可以真实反应质量。为了应对这些不确定性，可以将问题一的方

式应用于不同零部件，以确定次品率的置信区间。 

鉴于实际情况的复杂性，可以通过聚合工序的方法简化决策过程。这涉及到

将多个连续的生产步骤合并为一个简化的决策节点，从而降低模型的复杂度，使

得决策过程更加高效和实用。 

根据： 
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得出： 

  

5.4.2 重新决策规划上述问题 

将次品率𝑝置入一个置信区间。 

假设次品率𝑝0 = 0.1，并且检测数据的可信度为𝑟 = 99%，查表可知 Z 值为

2.576（总表见附录 1）；分类讨论拟定在不同的样本量下置信区间发生的变化。

由问题一的检验结果设置： 𝑛 ϵ (10, 160) 

可得： 

 

可视化表述如图 11： 

图 11 p 值正态分布图 

 

在问题 2 和问题 3 的代码中实现如下： 

 
得出修正过的问题二结果（此后结果生成代码均见附录 3） 

 情况 1 情况 2 情况 3 情况 4 情况 5 情况 6 

𝒅𝟏 0 0 0 1 0 0 

𝒅𝟐 0 0 0 1 1 0 

𝒅𝟑 0 0 1 1 1 0 

𝑫𝒓 1 1 1 1 1 0 

𝑾 8.78 11.26 10.38 10.54 9.76 8.40 
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图 12 修正过的六种情况的单件成品利润 

 

得出修正过的问题三结果： 

 是否检测  是否检测 是否拆解 

零配件 1 0 半成品 1 0 0 

零配件 2 1 半成品 2 0 0 

零配件 3 1 半成品 3 1 1 

零配件 4 0 成品 1 0 

零配件 5 1    

零配件 6 1    

零配件 7 1    

零配件 8 1    

对应的成品平均最小总成本: 51.34. 

输入𝑚=3，𝑛=4 时，最小利润为：57.14. 

输入𝑚=4，𝑛=8 时，最小利润为：75.33. 

图 13  m 取 2 时，利润随 n 的变化趋势 

 

循环多次，得出工序道数𝑚、零配件个数𝑛与利润的三维散点图： 

20

22

24

26

28

30

32

34

情况1 情况2 情况3 情况4 情况5 情况6

40

42

44

46

48

50

52

54

56

1 2 3 4 5 6 7 8 9 10 11
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5.4.3 误差分析 

对于图 10，采用线性回归方程拟合。 

线性回归方程对于数据(𝑥1, 𝑦1), (𝑥2, 𝑦2), …, (𝑥𝑛, 𝑦𝑛)有𝑦̂ = 𝑏̂𝑥 + 𝑎̂ 

  

残差： 

  

计算得出： 

  

依据此思路，用最小二乘法，线性回归分析，给出用平面拟合。 

  

用矩阵形式表示最小二乘法的解法： 

  

其中矩阵 X 是包含 m,n 和常数项 1 的矩阵，𝛽 = [𝛽0, 𝛽1, 𝛽2]𝑇为回归系数向

量，𝑊 为因变量𝜔的向量.  
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对 𝛽： 

  

进而求出 𝛽，得到 𝛽0、𝛽1、𝛽2。 

得到； 

  

绘制出平面图： 
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残差分析如下表： 

 
三维可视化如下： 

 

（误差分析的所有图及生成代码见附件） 

六、模型的评价与推广 

6.1 模型的优点 

➢ 灵活性强。可根据不同的零配件，不同工序，不同的生产环境，分别给出合

理的决策，具体问题具体分析。 

➢ 简化思路。在第三问中，将半成品看作零配件，半成品装配费及拆解费减去

拆解后零配件成本视为半成品成本，运用转化的思想简化模型。 

➢ 可靠性。运用决策树的思想，分析讨论了不同环境下的企业决策问题。 

➢ 不依赖于分布假设，许多决策要求数据符合特定的分布假设，该模型可以使

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

观察值与估计值的差
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用任何分布进行采样，更加灵活 

➢ 适应性强。可以根据需要调整算法，例如通过改变部分数据，来提高计算结

果的精确度。 

➢ 可视化。可以方便生成样本数据并进行可视化，从而帮助理解复杂的随机过

程或系统。 

6.2 模型的缺点 

➢ 缺少实际数据支持，没有真实案例。在实际生产生活中次品率和售价会随着

市场变化而改变，未考虑数据波动，本题假设过于理想化 

➢ 过于依赖次品率这一数据源。几乎所有计算全部依赖这个书数据，如果次品

率这一数据计算有误，会影响整个决策方案。 

6.3 模型的改进 

引入实时数据更新，或调查企业的真实数据，来解决市场数据波动问题。 

6.4 模型的推广 

该决策模型可以推广到其他领域，比如农业食品检测与是否回收问题、金融

上股票分析。问题一中的假设检验可以推广到二元变量，如本题可继续计算

零配件与成品的次品率关系。 
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附录 1 

Z 检验标准表 
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附录 2 

问题二 6 种情况的决策树图 
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附录 3 

问题一的求解： 

import numpy as np 

import scipy.stats as stats 

 

if __name__=="__main__": 

    # 次品率 

    p_nominal = 0.10 

 

    confidence_reject = 0.95  # 拒收信度 

    confidence_accept = 0.90  # 接收信度 

 

    # Z值对应的临界值 

    z_reject = stats.norm.ppf(confidence_reject)  # 95拒收 Z 

    z_accept = stats.norm.ppf(1 - confidence_accept)  # 90%

拒收 Z 

 

    tolerance = 0.01  # ±1%的浮动 

 

 

    # 随机抽样 

    def perform_test(n_samples, p_nominal, z_reject=None, 

z_accept=None, num_trials=10000, fluctuation=0.01): 

        reject_count = 0 

        accept_count = 0 

 

        for _ in range(num_trials): 

 

            # 浮动 

            p_fluctuated = p_nominal + np.random.uniform(-

fluctuation, fluctuation) 

            p_fluctuated = max(0, min(1, p_fluctuated))  # 

确保次品率在 [0, 1] 范围内 

 

            # 次品浮动率 

            defective_samples = 

np.random.binomial(n_samples, p_fluctuated) 

 

            # 样本次品率 

            p_sample = defective_samples / n_samples 

 

            # 拒收 

            if z_reject is not None: 
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                z_value_reject = (p_sample - p_nominal) / 

np.sqrt(p_nominal * (1 - p_nominal) / n_samples) 

                if z_value_reject > z_reject: 

                    reject_count += 1 

 

            # 接收 

            if z_accept is not None: 

                z_value_accept = (p_sample - p_nominal) / 

np.sqrt(p_nominal * (1 - p_nominal) / n_samples) 

                if z_value_accept < z_accept: 

                    accept_count += 1 

 

        return reject_count, accept_count 

 

 

    # 接受 

    def find_sample_size_reject(p_nominal, z_reject, 

min_n=10, max_n=200, step=1, num_trials=10000, tolerance=0.01, 

                                fluctuation=0.01): 

        sample_sizes = [] 

 

        for n_samples in range(min_n, max_n, step): 

            reject_count, _ = perform_test(n_samples, 

p_nominal, z_reject=z_reject, z_accept=None, 

                                           

num_trials=num_trials, 

                                           

fluctuation=fluctuation) 

 

            reject_rate = reject_count / num_trials 

 

            print(f"样本量: {n_samples}, 拒收比例: 

{reject_rate:.4f}") 

 

            # 样本 

            if abs(reject_rate - 0.05) <= tolerance: 

                sample_sizes.append(n_samples) 

 

            # 10个取均值 

            if len(sample_sizes) >= 10: 

                avg_sample_size = np.mean(sample_sizes) 

                print(f"满足拒收条件的样本量为: 

{sample_sizes}") 

                print(f"最优样本量的平均值为: 
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{avg_sample_size}") 

                return avg_sample_size 

 

        print("未找到足够的样本量满足拒收条件。") 

        return None 

 

 

    # 接收 

    def find_optimal_sample_size(p_nominal, z_accept, 

min_n=10, max_n=200, step=1, num_trials=10000, 

tolerance=0.01): 

        sample_sizes = [] 

 

        for n_samples in range(min_n, max_n, step): 

            _, accept_count = perform_test(n_samples, 

p_nominal, z_accept=z_accept, num_trials=num_trials) 

 

            accept_rate = accept_count / num_trials 

 

            print(f"样本量: {n_samples}, 接收比例: {1-

accept_rate:.4f}") 

 

            # 检查浮动 

            if abs(accept_rate - 0.10) <= tolerance: 

                sample_sizes.append(n_samples) 

 

            # 当找到 10个符合条件的样本量时，取平均值 

            if len(sample_sizes) >= 10: 

                avg_sample_size = np.mean(sample_sizes) 

                print(f"满足接收条件的样本量为: 

{sample_sizes}") 

                print(f"最优样本量的平均值为: 

{avg_sample_size}") 

                return avg_sample_size 

 

        print("未找到足够的样本量满足接收条件。") 

        return None 

 

 

    optimal_sample_size_reject = 

find_sample_size_reject(p_nominal, z_reject) 

    optimal_sample_size_accept = 

find_optimal_sample_size(p_nominal, z_accept) 

 



 

28 

 

 

 

问题二的求解 

import random 

import numpy as np 

from sklearn.tree import DecisionTreeRegressor 

import matplotlib.pyplot as plt 

from sklearn import tree 

 

# 定义零配件和成品的类 

class Part: 

    def __init__(self, defect_rate, purchase_price, 

detection_cost): 

        self.defect_rate = defect_rate 

        self.purchase_price = purchase_price 

        self.detection_cost = detection_cost 

 

 

class FinalProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, market_price, exchange_loss, 

disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.market_price = market_price 

        self.exchange_loss = exchange_loss 

        self.disassemble_cost = disassemble_cost 

 

 

# 引入误差的次品率 

def apply_defect_rate_with_error(defect_rate, 

error_range=0.02): 

    return defect_rate + random.uniform(-error_range, 

error_range) 

 

 

# 计算总成本函数，加入误差 

def calculate_total_cost(case, detect_part1=True, 

detect_part2=True, detect_final=True, disassemble=True, 

error_range=0.02): 

    part1 = case["零配件 1"] 

    part2 = case["零配件 2"] 

    final_product = case["成品"] 
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    # 应用误差后的次品率 

    part1_defect = 

apply_defect_rate_with_error(part1.defect_rate, error_range) 

    part2_defect = 

apply_defect_rate_with_error(part2.defect_rate, error_range) 

    final_defect = 

apply_defect_rate_with_error(final_product.defect_rate, 

error_range) 

 

    # 判断零配件是否合格 

    part1_pass = random.random() > part1_defect 

    part2_pass = random.random() > part2_defect 

 

    # 如果有任何一个零配件不合格，成品必定不合格 

    if not part1_pass or not part2_pass: 

        final_pass = False 

    else: 

        # 如果两个零配件都合格，成品根据其次品率决定是否合格 

        final_pass = random.random() > final_defect 

 

    # 计算检测成本 

    detection_cost = 0 

    if detect_part1: 

        detection_cost += part1.detection_cost 

    if detect_part2: 

        detection_cost += part2.detection_cost 

    if detect_final: 

        detection_cost += final_product.detection_cost 

 

    # 计算装配成本 

    assemble_cost = final_product.assemble_cost 

 

    # 计算市场调换损失 

    market_loss = 0 

    if not final_pass and not detect_final: 

        market_loss = final_product.exchange_loss * (1 - 

final_pass) 

 

    # 计算拆解费用或报废损失 

    disassemble_cost = 0 

    if not final_pass: 

        if disassemble: 

            disassemble_cost = 
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final_product.disassemble_cost 

        else: 

            scrap_cost = final_product.assemble_cost * (1 - 

final_pass) 

            disassemble_cost = scrap_cost 

 

    total_cost = detection_cost + assemble_cost + 

market_loss + disassemble_cost 

    return total_cost 

 

 

# 生成数据集，用于训练决策树模型 

def generate_simulation_data(case, num_samples=1000, 

error_range=0.02): 

    X = []  # 特征集合 

    y = []  # 成本集合 

 

    for _ in range(num_samples): 

        for detect_part1 in [True, False]: 

            for detect_part2 in [True, False]: 

                for detect_final in [True, False]: 

                    for disassemble in [True, False]: 

                        # 生成数据集的特征和标签 

                        total_cost = 

calculate_total_cost(case, detect_part1, detect_part2, 

detect_final, disassemble, error_range) 

                        X.append([detect_part1, detect_part2, 

detect_final, disassemble]) 

                        y.append(total_cost) 

 

    return np.array(X), np.array(y) 

 

 

# 表 1的六种情况 

cases = [ 

    { 

        "零配件 1": Part(0.10, 4, 2), 

        "零配件 2": Part(0.10, 18, 3), 

        "成品": FinalProduct(0.10, 6, 3, 56, 6, 5) 

    }, 

    { 

        "零配件 1": Part(0.20, 4, 2), 

        "零配件 2": Part(0.20, 18, 3), 

        "成品": FinalProduct(0.20, 6, 3, 56, 6, 5) 
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    }, 

    { 

        "零配件 1": Part(0.10, 4, 2), 

        "零配件 2": Part(0.10, 18, 3), 

        "成品": FinalProduct(0.10, 6, 3, 56, 30, 5) 

    }, 

    { 

        "零配件 1": Part(0.20, 4, 1), 

        "零配件 2": Part(0.20, 18, 1), 

        "成品": FinalProduct(0.20, 6, 2, 56, 30, 5) 

    }, 

    { 

        "零配件 1": Part(0.10, 4, 8), 

        "零配件 2": Part(0.20, 18, 1), 

        "成品": FinalProduct(0.10, 6, 2, 56, 10, 5) 

    }, 

    { 

        "零配件 1": Part(0.05, 4, 2), 

        "零配件 2": Part(0.05, 18, 3), 

        "成品": FinalProduct(0.05, 6, 3, 56, 10, 40) 

    } 

] 

 

# 使用决策树寻找每个 case的最优解 

def optimize_case(case, case_index): 

    # 生成模拟数据 

    X, y = generate_simulation_data(case, num_samples=1000) 

 

    # 使用决策树回归模型 

    tree_reg = DecisionTreeRegressor(max_depth=5) 

    tree_reg.fit(X, y) 

 

    # 可视化决策树 

    feature_names = ['Detect Part1', 'Detect Part2', 

'Detect Final', 'Disassemble'] 

    visualize_decision_tree(tree_reg, feature_names, 

case_index) 

 

    # 模型预测：根据最小成本的组合预测决策 

    predicted_costs = tree_reg.predict(X) 

 

    # 找出最优决策 

    min_cost_index = np.argmin(predicted_costs) 

    optimal_decision = X[min_cost_index] 
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    return optimal_decision, 

predicted_costs[min_cost_index] 

 

# 可视化决策树使用 matplotlib 

def visualize_decision_tree(tree_reg, feature_names, 

case_index): 

    plt.figure(figsize=(20,10)) 

    tree.plot_tree(tree_reg, feature_names=feature_names, 

filled=True) 

    plt.title(f'Decision Tree for Case {case_index}') 

    plt.savefig(f"decision_tree_case_{case_index}.png")  # 

保存为图片 

    plt.show() 

 

 

# 遍历六种情况，输出每个情况的最优决策并可视化 

for i, case in enumerate(cases): 

    optimal_decision, min_cost = optimize_case(case, i+1) 

    print(f"情况 {i+1} 的最优决策: 零配件 1检测: 

{bool(optimal_decision[0])}, 零配件 2检测: 

{bool(optimal_decision[1])}, 成品检测: 

{bool(optimal_decision[2])}, 拆解: 

{bool(optimal_decision[3])}") 

    print(f"对应的最小总成本: {min_cost:.2f}\n") 

 

 

问题三 2道工序 8个零配件的求解 

import random 

import numpy as np 

from sklearn.tree import DecisionTreeRegressor 

import matplotlib.pyplot as plt 

from sklearn import tree 

from joblib import Parallel, delayed 

 

 

# 定义零配件和成品的类 

class Part: 

    def __init__(self, defect_rate, purchase_price, 

detection_cost): 

        self.defect_rate = defect_rate 

        self.purchase_price = purchase_price 

        self.detection_cost = detection_cost 
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class SemiProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.disassemble_cost = disassemble_cost 

 

 

class FinalProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, market_price, exchange_loss, 

disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.market_price = market_price 

        self.exchange_loss = exchange_loss 

        self.disassemble_cost = disassemble_cost 

 

 

# 引入误差的次品率 

def apply_defect_rate_with_error(defect_rate, 

error_range=0.02): 

    return defect_rate + random.uniform(-error_range, 

error_range) 

 

 

# 计算全概率贝叶斯公式的概率 

def bayesian_final_defect_rate(semi_products, 

final_product_defect_rate, error_range=0.02): 

    total_defect_rate = 1 

    for sp in semi_products: 

        sp_defect_rate = 

apply_defect_rate_with_error(sp.defect_rate, error_range) 

        total_defect_rate *= (1 - sp_defect_rate) 

    final_defect_rate = 

apply_defect_rate_with_error(final_product_defect_rate, 

error_range) 

    total_defect_rate *= (1 - final_defect_rate) 

    return 1 - total_defect_rate 

 

 



 

34 

 

# 计算总成本函数，加入误差 

def calculate_total_cost(case, detect_part1=True, 

detect_part2=True, detect_part3=True, 

                         detect_part4=True, 

detect_part5=True, detect_part6=True, 

                         detect_part7=True, 

detect_part8=True, 

                         detect_semi1=True, 

detect_semi2=True, detect_semi3=True, 

                         detect_final=True, disassemble=True, 

error_range=0.02): 

    part1 = case["零配件 1"] 

    part2 = case["零配件 2"] 

    part3 = case["零配件 3"] 

    part4 = case["零配件 4"] 

    part5 = case["零配件 5"] 

    part6 = case["零配件 6"] 

    part7 = case["零配件 7"] 

    part8 = case["零配件 8"] 

    semi1 = case["半成品 1"] 

    semi2 = case["半成品 2"] 

    semi3 = case["半成品 3"] 

    final_product = case["成品"] 

 

    # 应用误差后的次品率 

    part1_defect = 

apply_defect_rate_with_error(part1.defect_rate, error_range) 

    part2_defect = 

apply_defect_rate_with_error(part2.defect_rate, error_range) 

    part3_defect = 

apply_defect_rate_with_error(part3.defect_rate, error_range) 

    part4_defect = 

apply_defect_rate_with_error(part4.defect_rate, error_range) 

    part5_defect = 

apply_defect_rate_with_error(part5.defect_rate, error_range) 

    part6_defect = 

apply_defect_rate_with_error(part6.defect_rate, error_range) 

    part7_defect = 

apply_defect_rate_with_error(part7.defect_rate, error_range) 

    part8_defect = 

apply_defect_rate_with_error(part8.defect_rate, error_range) 

 

    # 半成品次品率的计算 

    semi1_defect = 1 - ((1 - part1_defect) * (1 - 
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part2_defect) * (1 - part3_defect)) 

    semi2_defect = 1 - ((1 - part4_defect) * (1 - 

part5_defect) * (1 - part6_defect)) 

    semi3_defect = 1 - ((1 - part7_defect) * (1 - 

part8_defect)) 

 

    # 判断零配件是否合格 

    semi1_pass = random.random() > semi1_defect 

    semi2_pass = random.random() > semi2_defect 

    semi3_pass = random.random() > semi3_defect 

 

    # 如果有任何一个半成品不合格，成品必定不合格 

    if not semi1_pass or not semi2_pass or not semi3_pass: 

        final_pass = False 

    else: 

        # 如果半成品都合格，成品根据其次品率决定是否合格 

        final_defect = bayesian_final_defect_rate([semi1, 

semi2, semi3], final_product.defect_rate, error_range) 

        final_pass = random.random() > final_defect 

 

    # 计算检测成本 

    detection_cost = 0 

    if detect_part1: 

        detection_cost += part1.detection_cost 

    if detect_part2: 

        detection_cost += part2.detection_cost 

    if detect_part3: 

        detection_cost += part3.detection_cost 

    if detect_part4: 

        detection_cost += part4.detection_cost 

    if detect_part5: 

        detection_cost += part5.detection_cost 

    if detect_part6: 

        detection_cost += part6.detection_cost 

    if detect_part7: 

        detection_cost += part7.detection_cost 

    if detect_part8: 

        detection_cost += part8.detection_cost 

    if detect_semi1: 

        detection_cost += semi1.detection_cost 

    if detect_semi2: 

        detection_cost += semi2.detection_cost 

    if detect_semi3: 

        detection_cost += semi3.detection_cost 
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    if detect_final: 

        detection_cost += final_product.detection_cost 

 

    # 计算装配成本 

    assemble_cost = semi1.assemble_cost + 

semi2.assemble_cost + semi3.assemble_cost + 

final_product.assemble_cost 

 

    # 计算市场调换损失 

    market_loss = 0 

    if not final_pass and not detect_final: 

        market_loss = final_product.exchange_loss * (1 - 

final_pass) 

 

    # 计算拆解费用或报废损失 

    disassemble_cost = 0 

    if not final_pass: 

        if disassemble: 

            disassemble_cost = 

final_product.disassemble_cost + semi1.disassemble_cost + 

semi2.disassemble_cost + semi3.disassemble_cost 

        else: 

            scrap_cost = final_product.assemble_cost * (1 - 

final_pass) 

            disassemble_cost = scrap_cost 

 

    total_cost = detection_cost + assemble_cost + 

market_loss + disassemble_cost 

    return total_cost 

 

 

# 生成数据集的函数（并行处理） 

def generate_simulation_data(case, num_samples=1000, 

error_range=0.02): 

    def generate_sample(): 

        X = [] 

        y = [] 

        for detect_part1 in [True, False]: 

            for detect_part2 in [True, False]: 

                for detect_part3 in [True, False]: 

                    for detect_part4 in [True, False]: 

                        for detect_part5 in [True, False]: 

                            for detect_part6 in [True, 

False]: 
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                                for detect_part7 in [True, 

False]: 

                                    for detect_part8 in [True, 

False]: 

                                        for detect_semi1 in 

[True, False]: 

                                            for detect_semi2 in 

[True, False]: 

                                                for 

detect_semi3 in [True, False]: 

                                                    for 

detect_final in [True, False]: 

                                                        for 

disassemble in [True, False]: 

                                                            

total_cost = calculate_total_cost( 

                                                                

case, detect_part1, detect_part2, detect_part3, 

                                                                

detect_part4, detect_part5, detect_part6, 

                                                                

detect_part7, detect_part8, 

                                                                

detect_semi1, detect_semi2, detect_semi3, 

                                                                

detect_final, disassemble, error_range) 

                                                            

X.append([detect_part1, detect_part2, detect_part3, 

                                                                      

detect_part4, detect_part5, detect_part6, 

                                                                      

detect_part7, detect_part8, 

                                                                      

detect_semi1, detect_semi2, detect_semi3, 

                                                                      

detect_final, disassemble]) 

                                                            

y.append(total_cost) 

        return np.array(X), np.array(y) 

 

    # 使用 joblib 并行生成数据 

    results = Parallel(n_jobs=-

1)(delayed(generate_sample)() for _ in range(num_samples)) 

 



 

38 

 

    # 合并结果 

    X = np.vstack([r[0] for r in results]) 

    y = np.hstack([r[1] for r in results]) 

 

    return X, y 

 

 

# 表 2的生产情况 

case3 = { 

    "零配件 1": Part(0.10, 2, 1), 

    "零配件 2": Part(0.10, 8, 1), 

    "零配件 3": Part(0.10, 12, 2), 

    "零配件 4": Part(0.10, 2, 1), 

    "零配件 5": Part(0.10, 6, 1), 

    "零配件 6": Part(0.10, 8, 1), 

    "零配件 7": Part(0.10, 6, 1), 

    "零配件 8": Part(0.10, 2, 1), 

    "半成品 1": SemiProduct(0.10, 3, 2, 5), 

    "半成品 2": SemiProduct(0.10, 3, 1, 2), 

    "半成品 3": SemiProduct(0.10, 3, 2, 5), 

    "成品": FinalProduct(0.10, 3, 4, 50, 10, 10), 

} 

 

# 生成数据 

X, y = generate_simulation_data(case3) 

 

# 使用决策树训练模型 

model = DecisionTreeRegressor() 

model.fit(X, y) 

 

# 可视化决策树 

plt.figure(figsize=(20, 10)) 

tree.plot_tree(model, filled=True, feature_names=[ 

    'Detect Part 1', 'Detect Part 2', 'Detect Part 3', 

    'Detect Part 4', 'Detect Part 5', 'Detect Part 6', 

    'Detect Part 7', 'Detect Part 8', 

    'Detect Semi 1', 'Detect Semi 2', 'Detect Semi 3', 

    'Detect Final', 'Disassemble']) 

plt.show() 

 

 

问题三 m道工序 n个零配件的求解 

import random 

import numpy as np 
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# 定义零配件、中间成品和成品的类 

class Part: 

    def __init__(self, defect_rate, purchase_price, 

detection_cost): 

        self.defect_rate = defect_rate 

        self.purchase_price = purchase_price 

        self.detection_cost = detection_cost 

 

class SemiProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.disassemble_cost = disassemble_cost 

 

class FinalProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, disassemble_cost, market_price, 

exchange_loss): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.disassemble_cost = disassemble_cost 

        self.market_price = market_price 

        self.exchange_loss = exchange_loss 

 

# 计算总成本函数 

def calculate_total_cost(parts, semi_products, 

final_product, detect_flags): 

 

    # 计算零配件的检测通过率 

    part_passes = [random.random() > part.defect_rate for 

part in parts] 

 

    # 根据零配件检测通过率计算中间成品的通过率 

    semi_passes = [] 

    parts_per_semi = len(parts) // len(semi_products) 

    for i, semi in enumerate(semi_products): 

        start = i * parts_per_semi 

        end = start + parts_per_semi 

        semi_passes.append(all(part_passes[start:end]) and 

(random.random() > semi.defect_rate)) 
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    # 计算成品的通过率 

    final_pass = all(semi_passes) and (random.random() > 

final_product.defect_rate) 

 

    # 计算检测成本 

    detection_cost = sum(part.detection_cost for part, flag 

in zip(parts, detect_flags[:len(parts)]) if flag) 

    detection_cost += sum(semi.detection_cost for semi, 

flag in zip(semi_products, 

detect_flags[len(parts):len(parts)+len(semi_products)]) if 

flag) 

    if detect_flags[-2]: 

        detection_cost += final_product.detection_cost 

 

    # 计算装配成本 

    assemble_cost = sum(semi.assemble_cost for semi in 

semi_products) + final_product.assemble_cost 

 

    # 计算市场调换损失 

    market_loss = 0 

    if not final_pass and not detect_flags[-2]: 

        market_loss = final_product.exchange_loss 

 

    # 计算拆解费用或报废损失 

    disassemble_cost = 0 

    if not final_pass: 

        if detect_flags[-1]: 

            disassemble_cost = 

final_product.disassemble_cost 

        else: 

            scrap_cost = final_product.assemble_cost 

            disassemble_cost = scrap_cost 

 

    total_cost = detection_cost + assemble_cost + 

market_loss + disassemble_cost 

    return total_cost 

 

# 生成零配件、中间成品和成品的实例 

def generate_case(m, n): 

    parts = [Part(0.10, 8, 1.375) for _ in range(n)] 

    semi_products = [SemiProduct(0.10, 8, 4, 6) for _ in 

range(m)] 

    final_product = FinalProduct(0.10, 8, 4, 6, 25 * n, 5 * 
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n) 

    return parts, semi_products, final_product 

 

# 模拟生产过程 

def simulate_production(m, n, simulations=1000): 

    parts, semi_products, final_product = generate_case(m, 

n) 

    detect_flags = [True] * (n + m + 2)  # 所有的检测和拆解标

志都设置为 True 

 

    total_costs = [] 

    for _ in range(simulations): 

        total_cost = calculate_total_cost(parts, 

semi_products, final_product, detect_flags) 

        total_costs.append(total_cost) 

 

    average_cost = np.mean(total_costs) 

    return average_cost 

 

# 输入 m和 n 

m = int(input("请输入中间成品的数量（m）：")) 

n = int(input("请输入零配件的数量（n）：")) 

 

# 运行模拟 

average_cost = simulate_production(m, n) 

print(f"对于{m}道工序、{n}个零配件的平均总成本为：

{average_cost:.2f}") 

 

 

问题四 p区间的确定 

import numpy as np 

import scipy.stats as stats 

 

# 样本量和接收比例数据 

sample_sizes = np.array([ 

    10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 

24, 25, 

    26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 

40, 41, 

    42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 

56, 57, 

    58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 

72, 73, 

    74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 
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88, 89, 

    90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 

103, 104, 

    105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 

116, 117, 

    118, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128, 

129, 130, 

    131, 132, 133, 134, 135, 136, 137, 138, 139, 140, 141, 

142, 143, 

    144, 145, 146, 147, 148, 149, 150, 151, 152, 153, 154, 

155, 156, 

    157, 158, 159, 160, 161, 162, 163 

]) 

 

acceptance_ratios = np.array([ 

    1.0000, 1.0000, 1.0000, 1.0000, 1.0000, 0.7959, 0.8116, 

0.8261, 0.8506, 

    0.8684, 0.8791, 0.8913, 0.9039, 0.9095, 0.9153, 0.9251, 

0.9366, 0.9364, 

    0.9457, 0.9478, 0.9565, 0.9605, 0.8406, 0.8562, 0.8725, 

0.8785, 0.8828, 

    0.8938, 0.9050, 0.9126, 0.9208, 0.9264, 0.9328, 0.9370, 

0.9427, 0.9457, 

    0.9480, 0.8532, 0.8701, 0.8802, 0.8828, 0.8933, 0.8981, 

0.9048, 0.9151, 

    0.9160, 0.9307, 0.9344, 0.9371, 0.9378, 0.8564, 0.8661, 

0.8732, 0.8806, 

    0.8887, 0.8971, 0.9049, 0.9111, 0.9177, 0.9245, 0.9240, 

0.9336, 0.9329, 

    0.8626, 0.8750, 0.8806, 0.8891, 0.8881, 0.8953, 0.9002, 

0.9107, 0.9143, 

    0.9200, 0.9190, 0.9318, 0.9308, 0.8640, 0.8797, 0.8846, 

0.8845, 0.8911, 

    0.8981, 0.9089, 0.9068, 0.9144, 0.9200, 0.9226, 0.9300, 

0.9336, 0.8734, 

    0.8739, 0.8864, 0.8911, 0.8953, 0.9013, 0.9086, 0.9100, 

0.9105, 0.9188, 

    0.9239, 0.9302, 0.8729, 0.8779, 0.8835, 0.8859, 0.8905, 

0.8995, 0.9027, 

    0.9075, 0.9109, 0.9142, 0.9193, 0.9232, 0.8739, 0.8729, 

0.8825, 0.8890, 

    0.8922, 0.8977, 0.8986, 0.9067, 0.9089, 0.9135, 0.9230, 

0.9262, 0.8605, 

    0.8817, 0.8817, 0.8809, 0.8921, 0.8967, 0.8982, 0.9092, 
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0.9117, 0.9109, 

    0.9226, 0.9227, 0.8723, 0.8836, 0.8815, 0.8865, 0.8901, 

0.8978, 0.9016, 

    0.9079, 0.9076, 0.9085, 0.9124, 0.9189, 0.8747, 0.8809, 

0.8844, 0.8857, 

    0.8938 

]) 

 

# z-score for 99% confidence 

z = stats.norm.ppf(1 - 0.01/2) 

 

# Calculate the confidence intervals 

confidence_intervals = [] 

for n, p_hat in zip(sample_sizes, acceptance_ratios): 

    se = np.sqrt(p_hat * (1 - p_hat) / n) 

    margin_of_error = z * se 

    confidence_interval = (p_hat - margin_of_error, p_hat + 

margin_of_error) 

    confidence_intervals.append(confidence_interval) 

 

# Find the overall interval covering all the confidence 

intervals 

lower_bound = max([ci[0] for ci in confidence_intervals]) 

upper_bound = min([ci[1] for ci in confidence_intervals]) 

 

print(1-upper_bound) 

 

问题四下问题 2的求解 

import random 

import numpy as np 

from sklearn.tree import DecisionTreeRegressor 

import matplotlib.pyplot as plt 

from sklearn import tree 

 

# 定义零配件和成品的类 

class Part: 

    def __init__(self, defect_rate, purchase_price, 

detection_cost): 

        self.defect_rate = defect_rate 

        self.purchase_price = purchase_price 

        self.detection_cost = detection_cost 

 

 

class FinalProduct: 
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    def __init__(self, defect_rate, assemble_cost, 

detection_cost, market_price, exchange_loss, 

disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.market_price = market_price 

        self.exchange_loss = exchange_loss 

        self.disassemble_cost = disassemble_cost 

 

 

# 引入误差的次品率，通过正态分布模拟 

def apply_defect_rate_with_error(defect_rate, 

error_range=0.06269088936839551): 

    # 使用正态分布进行浮动模拟 

    return np.random.normal(defect_rate, error_range / 2) 

 

 

 

# 计算总成本函数，加入误差 

def calculate_total_cost(case, detect_part1=True, 

detect_part2=True, detect_final=True, disassemble=True, 

error_range=0.02): 

    part1 = case["零配件 1"] 

    part2 = case["零配件 2"] 

    final_product = case["成品"] 

 

    # 应用误差后的次品率 

    part1_defect = 

apply_defect_rate_with_error(part1.defect_rate, error_range) 

    part2_defect = 

apply_defect_rate_with_error(part2.defect_rate, error_range) 

    final_defect = 

apply_defect_rate_with_error(final_product.defect_rate, 

error_range) 

 

    # 判断零配件是否合格 

    part1_pass = random.random() > part1_defect 

    part2_pass = random.random() > part2_defect 

 

    # 如果有任何一个零配件不合格，成品必定不合格 

    if not part1_pass or not part2_pass: 

        final_pass = False 

    else: 
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        # 如果两个零配件都合格，成品根据其次品率决定是否合格 

        final_pass = random.random() > final_defect 

 

    # 计算检测成本 

    detection_cost = 0 

    if detect_part1: 

        detection_cost += part1.detection_cost 

    if detect_part2: 

        detection_cost += part2.detection_cost 

    if detect_final: 

        detection_cost += final_product.detection_cost 

 

    # 计算装配成本 

    assemble_cost = final_product.assemble_cost 

 

    # 计算市场调换损失 

    market_loss = 0 

    if not final_pass and not detect_final: 

        market_loss = final_product.exchange_loss * (1 - 

final_pass) 

 

    # 计算拆解费用或报废损失 

    disassemble_cost = 0 

    if not final_pass: 

        if disassemble: 

            disassemble_cost = 

final_product.disassemble_cost 

        else: 

            scrap_cost = final_product.assemble_cost * (1 - 

final_pass) 

            disassemble_cost = scrap_cost 

 

    total_cost = detection_cost + assemble_cost + 

market_loss + disassemble_cost 

    return total_cost 

 

 

# 生成数据集，用于训练决策树模型 

def generate_simulation_data(case, num_samples=1000, 

error_range=0.02): 

    X = []  # 特征集合 

    y = []  # 成本集合 

 

    for _ in range(num_samples): 
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        for detect_part1 in [True, False]: 

            for detect_part2 in [True, False]: 

                for detect_final in [True, False]: 

                    for disassemble in [True, False]: 

                        # 生成数据集的特征和标签 

                        total_cost = 

calculate_total_cost(case, detect_part1, detect_part2, 

detect_final, disassemble, error_range) 

                        X.append([detect_part1, detect_part2, 

detect_final, disassemble]) 

                        y.append(total_cost) 

 

    return np.array(X), np.array(y) 

 

 

# 表 1的六种情况 

cases = [ 

    { 

        "零配件 1": Part(0.10, 4, 2), 

        "零配件 2": Part(0.10, 18, 3), 

        "成品": FinalProduct(0.10, 6, 3, 56, 6, 5) 

    }, 

    { 

        "零配件 1": Part(0.20, 4, 2), 

        "零配件 2": Part(0.20, 18, 3), 

        "成品": FinalProduct(0.20, 6, 3, 56, 6, 5) 

    }, 

    { 

        "零配件 1": Part(0.10, 4, 2), 

        "零配件 2": Part(0.10, 18, 3), 

        "成品": FinalProduct(0.10, 6, 3, 56, 30, 5) 

    }, 

    { 

        "零配件 1": Part(0.20, 4, 1), 

        "零配件 2": Part(0.20, 18, 1), 

        "成品": FinalProduct(0.20, 6, 2, 56, 30, 5) 

    }, 

    { 

        "零配件 1": Part(0.10, 4, 8), 

        "零配件 2": Part(0.20, 18, 1), 

        "成品": FinalProduct(0.10, 6, 2, 56, 10, 5) 

    }, 

    { 

        "零配件 1": Part(0.05, 4, 2), 
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        "零配件 2": Part(0.05, 18, 3), 

        "成品": FinalProduct(0.05, 6, 3, 56, 10, 40) 

    } 

] 

 

# 使用决策树寻找每个 case的最优解 

def optimize_case(case, case_index): 

    # 生成模拟数据 

    X, y = generate_simulation_data(case, num_samples=1000) 

 

    # 使用决策树回归模型 

    tree_reg = DecisionTreeRegressor(max_depth=5) 

    tree_reg.fit(X, y) 

 

    # 可视化决策树 

    feature_names = ['Detect Part1', 'Detect Part2', 

'Detect Final', 'Disassemble'] 

    visualize_decision_tree(tree_reg, feature_names, 

case_index) 

 

    # 模型预测：根据最小成本的组合预测决策 

    predicted_costs = tree_reg.predict(X) 

 

    # 找出最优决策 

    min_cost_index = np.argmin(predicted_costs) 

    optimal_decision = X[min_cost_index] 

 

    return optimal_decision, 

predicted_costs[min_cost_index] 

 

# 可视化决策树使用 matplotlib 

def visualize_decision_tree(tree_reg, feature_names, 

case_index): 

    plt.figure(figsize=(20,10)) 

    tree.plot_tree(tree_reg, feature_names=feature_names, 

filled=True) 

    plt.title(f'Decision Tree for Case {case_index}') 

    plt.savefig(f"decision_tree_case_{case_index}.png")  # 

保存为图片 

    plt.show() 

 

 

# 遍历六种情况，输出每个情况的最优决策并可视化 

for i, case in enumerate(cases): 
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    optimal_decision, min_cost = optimize_case(case, i+1) 

    print(f"情况 {i+1} 的最优决策: 零配件 1检测: 

{bool(optimal_decision[0])}, 零配件 2检测: 

{bool(optimal_decision[1])}, 成品检测: 

{bool(optimal_decision[2])}, 拆解: 

{bool(optimal_decision[3])}") 

    print(f"对应的最小总成本: {min_cost:.2f}\n") 

 

 

问题四下问题 3的 2道工序 8个零配件的求解 

import random 

import numpy as np 

from sklearn.tree import DecisionTreeRegressor 

import matplotlib.pyplot as plt 

from sklearn import tree 

from joblib import Parallel, delayed 

 

 

# 定义零配件和成品的类 

class Part: 

    def __init__(self, defect_rate, purchase_price, 

detection_cost): 

        self.defect_rate = defect_rate 

        self.purchase_price = purchase_price 

        self.detection_cost = detection_cost 

 

 

class SemiProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.disassemble_cost = disassemble_cost 

 

 

class FinalProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, market_price, exchange_loss, 

disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.market_price = market_price 
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        self.exchange_loss = exchange_loss 

        self.disassemble_cost = disassemble_cost 

 

 

# 引入误差的次品率，通过正态分布模拟 

def apply_defect_rate_with_error(defect_rate, 

error_range=0.06269088936839551): 

    # 使用正态分布进行浮动模拟 

    return np.random.normal(defect_rate, error_range / 2) 

 

 

# 计算全概率贝叶斯公式的概率 

def bayesian_final_defect_rate(semi_products, 

final_product_defect_rate, error_range=0.02): 

    total_defect_rate = 1 

    for sp in semi_products: 

        sp_defect_rate = 

apply_defect_rate_with_error(sp.defect_rate, error_range) 

        total_defect_rate *= (1 - sp_defect_rate) 

    final_defect_rate = 

apply_defect_rate_with_error(final_product_defect_rate, 

error_range) 

    total_defect_rate *= (1 - final_defect_rate) 

    return 1 - total_defect_rate 

 

 

# 计算总成本函数，加入误差 

def calculate_total_cost(case, detect_part1=True, 

detect_part2=True, detect_part3=True, 

                         detect_part4=True, 

detect_part5=True, detect_part6=True, 

                         detect_part7=True, 

detect_part8=True, 

                         detect_semi1=True, 

detect_semi2=True, detect_semi3=True, 

                         detect_final=True, disassemble=True, 

error_range=0.02): 

    part1 = case["零配件 1"] 

    part2 = case["零配件 2"] 

    part3 = case["零配件 3"] 

    part4 = case["零配件 4"] 

    part5 = case["零配件 5"] 

    part6 = case["零配件 6"] 

    part7 = case["零配件 7"] 
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    part8 = case["零配件 8"] 

    semi1 = case["半成品 1"] 

    semi2 = case["半成品 2"] 

    semi3 = case["半成品 3"] 

    final_product = case["成品"] 

 

    # 应用误差后的次品率 

    part1_defect = 

apply_defect_rate_with_error(part1.defect_rate, error_range) 

    part2_defect = 

apply_defect_rate_with_error(part2.defect_rate, error_range) 

    part3_defect = 

apply_defect_rate_with_error(part3.defect_rate, error_range) 

    part4_defect = 

apply_defect_rate_with_error(part4.defect_rate, error_range) 

    part5_defect = 

apply_defect_rate_with_error(part5.defect_rate, error_range) 

    part6_defect = 

apply_defect_rate_with_error(part6.defect_rate, error_range) 

    part7_defect = 

apply_defect_rate_with_error(part7.defect_rate, error_range) 

    part8_defect = 

apply_defect_rate_with_error(part8.defect_rate, error_range) 

 

    # 半成品次品率的计算 

    semi1_defect = 1 - ((1 - part1_defect) * (1 - 

part2_defect) * (1 - part3_defect)) 

    semi2_defect = 1 - ((1 - part4_defect) * (1 - 

part5_defect) * (1 - part6_defect)) 

    semi3_defect = 1 - ((1 - part7_defect) * (1 - 

part8_defect)) 

 

    # 判断零配件是否合格 

    semi1_pass = random.random() > semi1_defect 

    semi2_pass = random.random() > semi2_defect 

    semi3_pass = random.random() > semi3_defect 

 

    # 如果有任何一个半成品不合格，成品必定不合格 

    if not semi1_pass or not semi2_pass or not semi3_pass: 

        final_pass = False 

    else: 

        # 如果半成品都合格，成品根据其次品率决定是否合格 

        final_defect = bayesian_final_defect_rate([semi1, 

semi2, semi3], final_product.defect_rate, error_range) 
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        final_pass = random.random() > final_defect 

 

    # 计算检测成本 

    detection_cost = 0 

    if detect_part1: 

        detection_cost += part1.detection_cost 

    if detect_part2: 

        detection_cost += part2.detection_cost 

    if detect_part3: 

        detection_cost += part3.detection_cost 

    if detect_part4: 

        detection_cost += part4.detection_cost 

    if detect_part5: 

        detection_cost += part5.detection_cost 

    if detect_part6: 

        detection_cost += part6.detection_cost 

    if detect_part7: 

        detection_cost += part7.detection_cost 

    if detect_part8: 

        detection_cost += part8.detection_cost 

    if detect_semi1: 

        detection_cost += semi1.detection_cost 

    if detect_semi2: 

        detection_cost += semi2.detection_cost 

    if detect_semi3: 

        detection_cost += semi3.detection_cost 

    if detect_final: 

        detection_cost += final_product.detection_cost 

 

    # 计算装配成本 

    assemble_cost = semi1.assemble_cost + 

semi2.assemble_cost + semi3.assemble_cost + 

final_product.assemble_cost 

 

    # 计算市场调换损失 

    market_loss = 0 

    if not final_pass and not detect_final: 

        market_loss = final_product.exchange_loss * (1 - 

final_pass) 

 

    # 计算拆解费用或报废损失 

    disassemble_cost = 0 

    if not final_pass: 

        if disassemble: 
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            disassemble_cost = 

final_product.disassemble_cost + semi1.disassemble_cost + 

semi2.disassemble_cost + semi3.disassemble_cost 

        else: 

            scrap_cost = final_product.assemble_cost * (1 - 

final_pass) 

            disassemble_cost = scrap_cost 

 

    total_cost = detection_cost + assemble_cost + 

market_loss + disassemble_cost 

    return total_cost 

 

 

# 生成数据集的函数（并行处理） 

def generate_simulation_data(case, num_samples=1000, 

error_range=0.02): 

    def generate_sample(): 

        X = [] 

        y = [] 

        for detect_part1 in [True, False]: 

            for detect_part2 in [True, False]: 

                for detect_part3 in [True, False]: 

                    for detect_part4 in [True, False]: 

                        for detect_part5 in [True, False]: 

                            for detect_part6 in [True, 

False]: 

                                for detect_part7 in [True, 

False]: 

                                    for detect_part8 in [True, 

False]: 

                                        for detect_semi1 in 

[True, False]: 

                                            for detect_semi2 in 

[True, False]: 

                                                for 

detect_semi3 in [True, False]: 

                                                    for 

detect_final in [True, False]: 

                                                        for 

disassemble in [True, False]: 

                                                            

total_cost = calculate_total_cost( 

                                                                

case, detect_part1, detect_part2, detect_part3, 
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detect_part4, detect_part5, detect_part6, 

                                                                

detect_part7, detect_part8, 

                                                                

detect_semi1, detect_semi2, detect_semi3, 

                                                                

detect_final, disassemble, error_range) 

                                                            

X.append([detect_part1, detect_part2, detect_part3, 

                                                                      

detect_part4, detect_part5, detect_part6, 

                                                                      

detect_part7, detect_part8, 

                                                                      

detect_semi1, detect_semi2, detect_semi3, 

                                                                      

detect_final, disassemble]) 

                                                            

y.append(total_cost) 

        return np.array(X), np.array(y) 

 

    # 使用 joblib 并行生成数据 

    results = Parallel(n_jobs=-

1)(delayed(generate_sample)() for _ in range(num_samples)) 

 

    # 合并结果 

    X = np.vstack([r[0] for r in results]) 

    y = np.hstack([r[1] for r in results]) 

 

    return X, y 

 

 

# 表 2的生产情况 

case3 = { 

    "零配件 1": Part(0.10, 2, 1), 

    "零配件 2": Part(0.10, 8, 1), 

    "零配件 3": Part(0.10, 12, 2), 

    "零配件 4": Part(0.10, 2, 1), 

    "零配件 5": Part(0.10, 6, 1), 

    "零配件 6": Part(0.10, 8, 1), 

    "零配件 7": Part(0.10, 6, 1), 

    "零配件 8": Part(0.10, 2, 1), 

    "半成品 1": SemiProduct(0.10, 3, 2, 5), 
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    "半成品 2": SemiProduct(0.10, 3, 1, 2), 

    "半成品 3": SemiProduct(0.10, 3, 2, 5), 

    "成品": FinalProduct(0.10, 3, 4, 50, 10, 10), 

} 

 

# 生成数据 

X, y = generate_simulation_data(case3) 

 

# 使用决策树训练模型 

model = DecisionTreeRegressor() 

model.fit(X, y) 

 

# 可视化决策树 

plt.figure(figsize=(20, 10)) 

tree.plot_tree(model, filled=True, feature_names=[ 

    'Detect Part 1', 'Detect Part 2', 'Detect Part 3', 

    'Detect Part 4', 'Detect Part 5', 'Detect Part 6', 

    'Detect Part 7', 'Detect Part 8', 

    'Detect Semi 1', 'Detect Semi 2', 'Detect Semi 3', 

    'Detect Final', 'Disassemble']) 

plt.show() 

 

 

问题四下问题 3的 m个配件 n道工序的求解 

import random 

import numpy as np 

 

# 定义零配件、中间成品和成品的类 

class Part: 

    def __init__(self, defect_rate, purchase_price, 

detection_cost): 

        self.defect_rate = defect_rate 

        self.purchase_price = purchase_price 

        self.detection_cost = detection_cost 

 

class SemiProduct: 

    def __init__(self, defect_rate, assemble_cost, 

detection_cost, disassemble_cost): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.disassemble_cost = disassemble_cost 

 

class FinalProduct: 
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    def __init__(self, defect_rate, assemble_cost, 

detection_cost, disassemble_cost, market_price, 

exchange_loss): 

        self.defect_rate = defect_rate 

        self.assemble_cost = assemble_cost 

        self.detection_cost = detection_cost 

        self.disassemble_cost = disassemble_cost 

        self.market_price = market_price 

        self.exchange_loss = exchange_loss 

 

# 计算总成本函数 

def calculate_total_cost(parts, semi_products, 

final_product, detect_flags): 

 

    # 计算零配件的检测通过率 

    part_passes = [random.random() > part.defect_rate for 

part in parts] 

 

    # 根据零配件检测通过率计算中间成品的通过率 

    semi_passes = [] 

    parts_per_semi = len(parts) // len(semi_products) 

    for i, semi in enumerate(semi_products): 

        start = i * parts_per_semi 

        end = start + parts_per_semi 

        semi_passes.append(all(part_passes[start:end]) and 

(random.random() > semi.defect_rate)) 

 

    # 计算成品的通过率 

    final_pass = all(semi_passes) and (random.random() > 

final_product.defect_rate) 

 

    # 计算检测成本 

    detection_cost = sum(part.detection_cost for part, flag 

in zip(parts, detect_flags[:len(parts)]) if flag) 

    detection_cost += sum(semi.detection_cost for semi, 

flag in zip(semi_products, 

detect_flags[len(parts):len(parts)+len(semi_products)]) if 

flag) 

    if detect_flags[-2]: 

        detection_cost += final_product.detection_cost 

 

    # 计算装配成本 

    assemble_cost = sum(semi.assemble_cost for semi in 

semi_products) + final_product.assemble_cost 
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    # 计算市场调换损失 

    market_loss = 0 

    if not final_pass and not detect_flags[-2]: 

        market_loss = final_product.exchange_loss 

 

    # 计算拆解费用或报废损失 

    disassemble_cost = 0 

    if not final_pass: 

        if detect_flags[-1]: 

            disassemble_cost = 

final_product.disassemble_cost 

        else: 

            scrap_cost = final_product.assemble_cost 

            disassemble_cost = scrap_cost 

 

    total_cost = detection_cost + assemble_cost + 

market_loss + disassemble_cost 

    return total_cost 

 

# 生成零配件、中间成品和成品的实例 

def generate_case(m, n): 

    parts = [Part(0.10, 8, 1.375) for _ in range(n)] 

    semi_products = [SemiProduct(0.10, 8, 4, 6) for _ in 

range(m)] 

    final_product = FinalProduct(0.10, 8, 4, 6, 25 * n, 5 * 

n) 

    return parts, semi_products, final_product 

 

# 模拟生产过程 

def simulate_production(m, n, simulations=1000): 

    parts, semi_products, final_product = generate_case(m, 

n) 

    detect_flags = [True] * (n + m + 2)  # 所有的检测和拆解标

志都设置为 True 

 

    total_costs = [] 

    for _ in range(simulations): 

        total_cost = calculate_total_cost(parts, 

semi_products, final_product, detect_flags) 

        total_costs.append(total_cost) 

 

    average_cost = np.mean(total_costs) 

    return average_cost 
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for i in range(1,11): 

    m=i 

    for j in range(1,11): 

        n=j 

        average_cost = simulate_production(m, n) 

        print(f"{m} {n} {average_cost:.2f}") 
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